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In this work, one of the crucial issues that many of the previous works are concentrating on is the 

recognition and tracking of the item. Due to the increasing demand for video surveillance system 

applications including traffic control, medical image processing, and satellite image processing, object 

recognition and tracking are particularly well-liked. This method is also among the most potent ones 

used in applications based on artificial intelligence, machine learning, and computer vision. 

Understanding the type of images, attributes, locations of each image in space, and tracking the 

movements of each object while it is moving are the main goals of these fundamental object recognition 

based systems.  Since human identification has received so much attention in the research that has 

already been done, many object detection apps focus primarily on it. This section outlines a novel 

method for object recognition that uses the CNN methodology to recognise both live and non-living 

objects. The major goal of this section is to provide a framework for classifying items into living and non-

living categories. Once they have been discovered, they can then be categorised using the support vector 

machine technique, which is useful for identifying theft utilising surveillance systems. 
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INTRODUCTION 
 

In modern Object recognition is one of the main challenges facing most computer vision work. Increasing demands 

on surveillance, security, traffic management and medical imaging are particularly popular in object detection and 

tracking [1]. It is also a product of strong algorithms in machine learning, computer vision and hardware advances 

that enable a couple of minutes of highly data-intensive calculations. The ultimate aim of the vision-based detection 

is to understand the type of objects in the picture, their characteristics, and their location in the space and to move or 

track the object. In the area of image processing, numerous research projects have been undertaken and successfully 

carried out. Automatic surveillance systems based on real-time videos of public spaces are becoming necessary due 

to growing concerns about public safety and security. These surveillance systems must be installed in busy and 

critical locations such as markets, malls, renowned eateries, train stations, etc  [2-4]. They are also most in demand 

for traffic control and examination, activity recognition and tracking, fault detection in industrial applications, and 

semantic video indexing, without restricting their application to security beneath public places. The approach 

utilised is to initially detect the target of interest in individual frames in order to do the high level objectives of 

categorization or tracking a target from video stream [5-7].  

 

Background subtraction is a surveillance technique that is employed in various works. By separating the background 

and foreground pixels in the frame being processed, this approach extracts the foreground object, or the target that is 

moving. Many researchers have taken full use of this method's advantages, particularly its performance when a 

stationary video camera is present and its lighting invariance. A crucial factor to take into account is creating a 

background model of the video frame that was collected. For feature extraction for detection of objects, textures such 

as Local Pattern Binary (LBP) [8-10] of the image have been considered. Pixel neighbourhood operations are used to 

compute LBP characteristics. Histogram of oriented gradients is a common feature descriptor for object detection. 

HOG features are shape descriptors that represent an object in specific directions in terms of intensity gradients. In 

[11], the researchers took advantage of HOG [12] functions, citing their invariance properties in regard to 

transformations such as rotation, deformities and conditions of illumination.  

 

System Design for the proposed method 

The system design phase gives the proposed research project an abstract representation that outlines the entire 

workflow of the study and how each module must be executed and integrated by the effective application 

development. 

 

Design diagram- High level 

This design diagram describes the representation of all the modules in the proposed technique and provides solution 

for the services offered by the system to produce the high quality design for the research work. In a multi-project 

model, such an outline is important to ensure that each supporting element design is consistent with the neighboring 

designs and the large picture. All the services of the proposed system, the platform used and the process of 

implementation should be described in the brief manner and any important change needed to be done and 

integrated to be specified in this stage. Furthermore, all major commercial, legal, environmental, safety and safety 

matters should be considered briefly [13-15]. 

 

Design Diagram-High level 

The bubble graphs used in this diagram can be classified as dfds. One of the simplest graphical representations, as 

seen in figures 1 and 2, is the data flow diagram [16]. 

 

Case Diagram 

Case diagram is shown in the figure below. The functionality for the communication will be documented and carried 

out in accordance with how 3 explains the interaction between the application framework and the end user. 
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Characters who participate in the process are referred to as on-screen characters, while those who perform outside 

the parameters are referred to as performing artists. The primary goal of this design diagram is to explain how each 

module communicates with the others in a way that aids in the execution of the work [17-19]. 

 

Design Diagram-Activity 

The activity diagram describes in the figure .4, presents the important activities carried out in the research work.  In 

this diagram the circles represents the start of the activity and the end of an activity and the rectangle boxes defines 

the modules of each proposed research work [20-21].The purpose of activity diagram in the proposed framework is 

to make sure the workflow of the application development is implemented according to the desired requirements 

provided by the end users. The developer will refer these design diagrams for the implementation of the work. 

 

Process of identification of objects and the classification technique  

Step 1: Input the video that contains both human and non-living moving objects. 

Step 2: Pre-processing the input video: The input video to be pre-processed is two different steps: 

 Divide the input video into frames and store individually. 

 Once frames are generated apply the morphological operations over the input video.  

Image Pre-Processing and Annotation 

Image Pre-Processing involves processing or cleaning of images. This step focuses on removal of noise and 

distortion, sharpening, intensity normalization, etc. The VOC dataset is refined with only person images and 

annotated according to the format of YOLO model. A text file is created for each image in the same directory with 

the same name that contains object number and object coordinates on this image, for each object in new line. The 

object numbers an integer number of object from zero to total number of classes – 1, and object coordinates are float 

values relative to width and height of image, it can be equal from (0.0 to 1.0]. The ID card images are only pre-

processed [22-25]. 

 

Training the YOLO model and testing 

After pre-processing and annotation, the person dataset is divided into training and testing datasets. We train the 

YOLO model using training dataset until we get a better mean Average Precision (map). After the training, it is 

tested with testing dataset. YOLO is a full convolution network consisting built using darknet-53. It detects objects at 

three different strides (8, 16 and 32) which help to detect smaller objects. The provided input image will be divided 

into S*S grid and each of the cell will be made of the coordinated of (x, y, w, h) and the confidence of the object. The 

representation of the coordinates x, y defines the position of the boundary box which is relatively grid in nature. The 

coordinates with w, h is represented as the width and height of the detected boundary box. The probability of each 

grid is predicted for C categories. The confidence is determined by the probability model that includes the target and 

the prediction detection box [26]. The object is defined as Pr which stands for the target object that falling under the 

cell. If the confidence is presents then it is defined using: 

 

C (Object) = Pr (Object)*IOU (Prod, Truth)  (1) 

 

The cell doesn’t contain any kind of the object and the confidence values is defined as C (object)] =0. The IOU is 

defined as the overlapping rate for which the bound of candidate and the truth value of the ground can be defined as 

the ration of union and the intersection of the grounds [11-13].Then the classification of the objects is achieved by 

classifying them into their respective categories. Here, multi class SVM classification is used by supervised learning 

for the output of the object class. The quality of CNN classification is determined over video data set checking: The 

category output is the class to which an object is identified. In a single frame, a vector containing all classes detected 

is generated as an output for multiple objects of different lasses. 
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Extraction of features for the identification of Non-Living objects 

This section presents the detailed study of how the extraction of features has been implemented and the 

mathematical model related to the techniques used for feature extraction technique used will be described [27]. 

 

Corner Detector using Shi-Tomasi Technique 

The Harris Corner Detector is an experimental model that detects the corner features from the video frames that 

provides higher texture features with minimal propositional changes. The harries technique is mainly used to detect 

the corners of the frames and it is carried out as follows:  

The intensity of the pixel proposition is defined in I(x, y) for the position (x, y) of each window frame of the input 

video, and if the window moves by small margin the shift (e, v), will be marked with I(x+u, y+v).  Since the main 

objective is to locate regions or windows with small displacements in the image, the intensity is expressed 

mathematically. 

 

𝐸 𝑢, 𝑣 =  𝑤 𝑥, 𝑦  𝐼 𝑥 + 𝑢, 𝑦 + 𝑣 − 𝐼 𝑥, 𝑦  2                 𝑥 ,𝑦 ....... (1) 

 

The weight function is defined with ‘W’ and the high intensity variation in the window frames may lead to the result 

of E (u, v). 

The Taylor’s series and simplification technique of Equation 1, provides the results in, 

 

𝑀 =  𝑤(𝑥, 𝑦)  
𝐼𝑥

2 𝐼𝑥𝐼𝑦

𝐼𝑥𝐼𝑦 𝐼𝑦
2                                                        .... (2) 

 

The Eigen values of matrix is defined as M is used to find out suitable corners sing the score value, 

 

𝑆 =  𝑀 − 𝑘(𝑡𝑟𝑎𝑐𝑒 𝑀) 2                                                                 ..... (3) 

 

If 𝜆1 , 𝜆2Are Eigen values of M, then |M| = 𝜆1𝜆2andtrace (M) = 𝜆1 + 𝜆2 Each corners of the frame is represented using 

S, to predict the high score value. The smaller change in the calculation is calculated using the Shi-Tomasi technique, 

that leads to the determining the most suitable corner defined in ‘n’, rather than identifying the each and every 

corner of the feature [28]. 

Shi-Tomasi score for corner detection follows- 

 

𝑆 = 𝑚𝑖𝑛 𝜆1,𝜆2 .                                                               ............. (4) 

 

If the score, S exceeds a threshold it is considered as a corner. 

 

Determining the optimal flow using Lucas-Kanade technique 

The optical flow of the detected fame has to be determined, that track the movement of the objects in frame when the 

object is moving or during the rotation of the camera. The optical flow of any kind of entity from one frame to 

another frame in a video is to be determined.   The proposed algorithm Lucas-Kanade [29-31] is mainly based on the 

type of optical flow theory, where all the video frames remain in the similar kind of intensity and the pixels in the 

frames have similar kind of movements and the pixels rate between successive each frames smaller in nature. A pixel 

rate [32] with the intensity rate defined as I(x,y,t) in a frame at time interval defined as t after the movement with a 

small displacement defined as (𝑑𝑥 , 𝑑𝑦 ) in the consecutive frames with a difference of time 𝑑𝑡 Is expresses as: 

 

𝐼 𝑥, 𝑦, 𝑡 = 𝐼 𝑥 + 𝑑𝑥 , 𝑦 + 𝑑𝑦 , 𝑡 + 𝑑𝑡                                              ..(5) 

 

The flow of an optimal equation for the movement of objects in an image is given as- 
𝜕𝑓

𝜕𝑥

𝑑𝑥

𝑑𝑡
+

𝜕𝑓

𝜕𝑦

𝑑𝑦

𝑑𝑡
+ 𝑓𝑡 = 0                                                    ............... (6) 
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The optical flow motion of the vectors using Lucas-Kanade method is defined by solving Equation (6): 

 

 
𝑢
𝑣
 = Σ𝑖  

𝑓𝑥𝑖

2 𝑓𝑥𝑖
𝑓𝑦𝑖

𝑓𝑥𝑖
𝑓𝑦𝑖

2  

−1

Σ𝑖  
−𝑓𝑥𝑖

𝑓𝑡𝑖
−𝑓𝑦𝑖

𝑓𝑡𝑖
                                             ..... (7) 

 

The representation of the displacement defined I (u, v) represents the of the object between consecutive frames. 

 

RESULTS AND DISCUSSIONS 
 

The framework can be integrated within the Mat lab tool kit that makes it possible to use its toolboxes for the 

computer vision and machine learning to easily integrate mathematical computations for the identification and 

classification of artifacts. After extraction, the video processing is carried out smoothly on each frame. The toolbox 

for image processing includes several filtering and refining functions required to process an identified image before 

processing. A maximum of 15 videos containing standard products of various classes are collected. The dataset has 

been divided into three groups–5 video training datasets and 8 video test data sets required for vector support 

machine technique. Figure 6 below shows the histogram of frames extracted from video 1 in which different objects 

are recognized in the same way after extracting characteristics, as in Figure 7 and Figure 8 various objects detected 

from video 6 and video 7 respectively. The final results are drawn using the proposed CNN framework where the 

input is given to the framework that contains both human and non-living objects in the video dataset. The input 

video will be processed and detects the background and fore-ground of the objects. Initially pre-processing is applied 

to remove noise in the video and then morphological operations are applied to analyze the color pixel of the detected 

frames. 

 

CONCLUSION 
 

This work presented a new approach for object recognition using Vector Machine based classification in Video 

Surveillance Systems and Lucas-Kanade technique. In this article, the artifacts are correctly identified and their 

position from an unknown location is calculated. First, object recognition using Shi-Tomasi and Lucas-Kanade 

techniques will be stored, and the context subtraction will be applied when an object from extracted frames of the 

input video is recognized. Then the classification of the objects in their individual categories is accomplished by 

supervised learning with the help vector machine classification.  The precision of the technique being proposed is 

analyzed by the total number of frames detected by object compared to the total number of frames. In this chart four 

input videos from different sources of various sizes and backgrounds were taken, and for each video we should 

achieve 92 percent accuracy. Where frames vary from 500 to 1500 for each video, the exactness of the identification of 

the objects is 80 to 95% for each video. 
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Fig. 1: Data Flow Diagram for Add Database Fig. 2: Data Flow Diagram for Proposed Technique 
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Figure 3: The Use case diagram for Proposed 

Technique 

Figure 4: The activity diagram for Proposed Technique 

 

  

Figure 5: System Architecture of proposed 

Framework 

Figure 6: Frame extraction for the detected objects in 

the input video 1 

  

Figure 7: Frame extraction for the detected 

objects in the input video2 

Figure 8: Frame extraction for the detected objects in 

the input video3 
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